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Efficient SOM-Based ATR Method for SAR Imagery
With Azimuth Angular Variations
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Abstract—The microwave imaging technique, especially for syn-
thetic aperture radar (SAR), has significant advantages in pro-
viding high-resolution complex target images, even in darkness
or adverse weather conditions. Nevertheless, it is still difficult for
human operators to identify targets on SAR images because they
are generated using radio signals with wavelengths at the order of
cm. To deal with this, various approaches for efficient automatic
target recognition (ATR), based on neural networks or support
vector machines (SVM), have been developed. Previously we pro-
posed a promising ATR method using a supervised self-organizing
map (SOM), where a binarized SAR image is accurately classi-
fied by exploiting the unified distance matrix (U-matrix) metric.
Although this method enhances ATR performance considerably,
even with SAR images heavily contaminated by random noise, the
calculation burden is enormous under expansions of scale and then
cannot maintain the ATR performance, especially in cases with
azimuth angle variations. In this letter, we propose a constrained
learning scheme for generating the SOM and introduce the A-star
algorithm to handle SOM scale expansion. Experimental investi-
gations demonstrate the effectiveness of our proposed method.

Index Terms—Automatic target recognition (ATR), fast algo-
rithm, supervised self organizing map, synthetic aperture radar
(SAR) imagery.

I. INTRODUCTION

M ICROWAVE imaging is one of the most useful tools
for weather-impervious measurement of terrain or sea

surfaces. As an indispensable imaging methodology, synthetic
aperture radar (SAR) has been massively expanded to a wide
variety of environmental sensing issues, such as afflicted-
area assessments or coastal security for the identification of
unidentified ships or airplanes. Since the spatial resolution of
SAR is relatively inferior to that of optical sensor, it is still
difficult for an inexperienced operator to recognize targets in
SAR images compared with optically acquired images, because
SAR images are generated by radio signals with wavelengths
at the order of cm.

To realize automatic target recognition (ATR), various type
of methods have been developed in recent decades. These
include machine learning approaches, such as neural networks
[1] and support vector machines (SVM) [2], where polarimetric
data or range-profile feature are efficiently exploited to enhance
the ATR performance [3]. Moreover, methods based on self-
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organizing maps (SOMs) heve been developed to detect floods
or ships with SAR imagery [4], [5]. In particular, there are many
reports stating that neural-network-based classification retains
a certain level of accuracy in target recognition. However,
these approaches result in seriously degraded classification
accuracy when the available SAR images are highly contam-
inated by random noise. This is because classification by these
approaches relies mainly on assessing the differences in output
obtained from test and training inputs.

To enhance detection performance, we previously proposed
an ATR method using supervised SOM and U-matrix metrics
[6]. This method first generates a SOM using reliable SAR
images as training data, where the batch learning (BL) approach
[7] and torus SOM [8] are adopted in the learning process
to obtain a consistent clustering result. In the classification
process for this method, the U-matrix potential field generated
by the final SOM is appropriately assessed using a path integral
formulation. The literature [9] has already demonstrated that
this method remarkably enhances ATR performance compared
with that obtained by major neural-network-based approaches.
However, because the method assesses the U-matrix metric by
fully searching its potential field, the node scale corresponding
to the SOM is critically limited owing to the exponential growth
of the calculation. Thus, it is not suitable for ATR issues
requiring a greater large-scale SOM.

To overcome this difficulty, this letter presents a revision
of the earlier method [9], using an A-star algorithm [10] to
calculate the U-matrix metric as a faster means of assessing the
U-matrix field. For more robust classification, we also introduce
a constrained training process, where each training node for the
same target, but with different azimuth angles, are proximately
located on the SOM. Finally, using experimental data obtained
from 1/100 scaled-down models of the X-band radar system,
it is demonstrated that the proposed ATR method successfully
classifies SAR images, even under large angular variations with
noisy cases.

II. SYSTEM MODEL

Fig. 1 shows the geometry of the observation model assumed
in this study. It assumes a mono-static radar, where a set of
transmitting and receiving antenna is scanned along the straight
line as y = y0, z = z0. The location of a target is set at z = 0,
the off-nadir angle is θ, the azimuth angle is φ. Each antenna
receives the reflection signals s(x, f) at each frequency f . The
SAR complex image focused on the z = 0 plane is defined as
I(x, y). The SAR image is binarized as

Ibi(x, y) =

{
1 (‖I(x, y)‖ ≥ Ith)
0 (otherwise)

(1)
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Fig. 1. Observation geometry and system model.

where the binarization threshold Ith is determined by Otsu’s
discriminant analysis method [11]. In this method, optimal
threshold Ith is determined automatically from the interclass
and intraclass variances, the latter having an advantage of being
independent of outliers.

III. CONVENTIONAL METHOD

This section briefly describes the principle and methodology
of the conventional ATR method, as comparison to the proposed
method. As commented in Section I, the method [9] is based
on the supervised SOM and U-matrix metric [6]; in the training
stage, the SOM is preliminary generated using reliable SAR
images as training data. Here, “reliable image” indicates an
image with a sufficiently high SNR. The SOM map consists of
MX×MY nodes (neurons). The training binarized SAR images
are set as x=[Ibi(x1, y1), . . . , I

bi(x1, yNy−1), I
bi(x2, y1), . . . ,

Ibi(x2, yNy−−1), . . . , I
bi(xNx−1, y1), . . . , I

bi(xNx−1, yNy−1)]
to represent the whole SAR image after binarization. The
training binarized SAR images are defined as xtr

k , (k=1,
2, . . . , Ntr). The location of each node is denoted by p, and
the node has an output image defined as y(p; t), where t is the
number of training trials. As a simpler, yet similar process to
principal component analysis (PCA), an initial output for each
node is defined using a linear mixture of the training images as

y(p; 1) =

∑Ntr

k=1 ak(p)x
tr
k∑Ntr

k=1 ak(p)
(2)

where ak(p) is a uniform random numbers for [0,1] with variant
of p. Next, for the kth training data xtr

k (k = 1, 2, . . . , Ntr), the
location of the winner node pk(t) is determined to find where
the Euclidean norm between training image xtr

k and the output
y(p; t) for each node becomes a minimum. After calculating
pk(t) for all the training data, the output of each node is
updated by

y(p; t+1)=y(p; t)+β(t)

∑Ntr

k=1 h (p̂k(t),p) (x
tr
k −y(p; t))∑Ntr

k=1 h (p̂k(t),p)
(3)

where h(p̂k(t),p) is the neighboring function as

h (p̂k(t),p)× = exp

(
−‖p̂k(t)− p‖

2σ(t)2

)
. (4)

Here, t is training trials (t = 1, 2, . . . , Tsom), Tsom denotes the
total number of training trials, β(t) and σ(t) are monotonically
decreasing functions for t. The batch learning (BL) approach

Fig. 2. Constrained learning on SOM.

[7] is introduced so that the obtained SOM should be robust
against the order of the training data sequence. Furthermore, to
assess the entire region of the SOM under a fair standard, the
periodical structure of SOM is considered as in [8]; these are
classified as torus-type SOMs. Finally, the U-matrix potential
field is generated by final SOM [6].

In the classification stage, this method employs topological
and U-matrix features of SOM, namely, for unknown image x,
the following metric is assessed:

Rsom
k = min

C(xtr
k
,x)

∫
C(xtr

k
,x)

U(p)dp (5)

where p denotes the position of the U-matrix field and
C(xtr

k ,x) denotes all possible paths from p̂k(Tsom) to p̂ for
Manhattan distance. Here, the path integral of (5) should be
discretized to reduce the computation burden as in [9]. U(p)
is the U-matrix value on p, p̂k(Tsom) expresses each winner
node for the kth training data and p̂(x) is the winner node
of the unknown input, which is determined in the same way
as learning process. While this method suitably assesses the
U-matrix potential and achieves a more accurate classification,
the node scale of a SOM is critically limited because of ex-
ponential growth in the calculation. Thus, it is not suitable for
various ATR cases requiring a more large-scale SOM.

IV. PROPOSED METHOD

To overcome this problem, this letter significantly revises the
previous method [9] by introducing an efficient learning and
classifying scheme as follows.

A. Node Constrained SOM Generation

In the learning phase, a node constrained training scheme
is introduced to improve the robustness against variation in
observation angles, where the winner node locations for the
same type target but different observation angles should be ad-
joined on the SOM. Fig. 2 shows the node constrained learning
scheme. In the initialization of the SOM, each winner node for
training data with the observation angle φ0 is determined so
that the Euclidean distance among those nodes maintains the
same distance level. Then, in the next step, the winner-node
determination of each target with different observation angles
φi is constrained as

p̂k,φi
(t) = argmin

p∈Ωk

∥∥y(p; t)− xtr
k,φi

∥∥ (6)
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Fig. 3. Relationship among optimal path and heuristic function.

where Ωk denotes the inner area of the circle with center p̂k,φ0

and the radius r(t) is a monotonically increasing function in the
trial number t.

B. Acceleration for Classification Process With
A-Star Algorithm

In the classification stage, we also introduce the A-star algo-
rithm [10] in calculating the integral of the U-matrix field in (5).
With this algorithm, the minimum U-matrix cost between two
nodes is calculated by sequentially updating an optimal path
and reducing the redundant evaluation for the path, that does not
pass through the present optimal path. To start searching from
the path which is expected to be more optimal, the heuristic
function h∗(p) that indicates the predicted value to the goal is
determined as

h∗(p) ≤ h(p) (7)

where h(p) denotes the actual minimum cost between the
present node p and the goal. In the proposed method, h∗(p) is
set to the product between the minimum value of U-matrix field
and the Manhattan distance between the present node p and the
goal to satisfy the condition in (7). Fig. 3 shows an optimal path
calculated by the A-star algorithm on the U-matrix field.

C. Procedure of the Proposed Method

Fig. 4 outlines the actual procedures in the proposed method,
which is summarized as follows.

Step 1) Initial images for all nodes are defined using a linear
mixture of the training images.

Step 2) For the kth training data, the locations of the winner
node denote as p̂k,φ0

(t) and p̂k,φi
(t) are determined

using (6), where p̂k,φi
(t) should be adjacent to

p̂k,φ0
(t). (Constrained learning process)

Step 3) After calculating p̂k,φ0
(t) and p̂k,φi

(t) for all the
training data, the output of each node is updated
using (3). (Batch learning process)

Step 4) Step 2) to Step 3) are repeated until the trial number
reaches Tsom.

Step 5) U-matrix potential field is generated by the final
SOM.

Step 6) For unknown data x, an appropriate target class
is determined by evaluating (5), where the A-star
algorithm is used to accelerate the calculation.

Fig. 4. Flowchart of the proposed method.

Fig. 5. Binarized images for each airplane at φ = 0◦.

V. PERFORMANCE EVALUATION WITH

EXPERIMENTAL DATA

This section describes the ATR performance evaluations for
each method using experimental data. A 1/100-scale model
of the X-band radar system, except for the center frequency,
is assumed. Here, the off-nadir angle θ is 54.7◦, the height of
antenna is 1.154 m, the frequency is swept from 24 to 40 GHz,
and the aperture length is 1.6 m. The observation azimuth
angle φ is −30◦≤φ≤30◦ with 1◦ interval. Figs. 5 and 6 show
binarized SAR images for azimuth angle φ=0◦ and φ=−20◦

of five types of airplanes, B747, B787, B777, DC10, and A320,
respectively. As shown in these figures, the SAR image with
different azimuth angles are hardly compensated by the image
rotation, which makes this issue more difficult. In addition, in
this case, speckle noise is adequately removed by the binariza-
tion process. The training data for each aircraft with φ0=0◦

and φ1=−20◦, φ2=20◦ are used for generating the SOM. In
this experiment, a reliable image for the training data can be
obtained if a 20 dB amplifier is used on the transmitting side.
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Fig. 6. Binarized images for each airplane at φ = −20◦.

Fig. 7. U-matrix potential field created by the proposed method.

In addition, the center location of each SAR image is adjusted
through cross-correlation with the training SAR image.

Under the limitation of the computational resource, the SOM
size in the conventional method is set to 26 × 26 as described
hereinbelow. The proposed method can expand the SOM size
by significantly reducing the computational load using A-star
algorithm. Generally, the greater is the number of SOM nodes
used, the more training patterns can be dealt with. However,
a larger SOM scale results in greater calculation burden in
generating the SOM and classifying the patterns using the
SOM’s U-matrix. As a tradeoff, we use 61 × 61 nodes for
the SOM. In both methods, the 15 training data for the five
target types with three different observation angles were used in
generating the SOM. Fig. 7 shows the U-matrix field generated
by the proposed method, where the total number of training
trials is Tsom = 50. In addition, the winner node of the same
aircraft but different observation angles is adjoined because
of the node constrained learning process. This characteristic
contributes to enhance the accuracy for target recognition and
robustness against observation-angle variations.

A. Comparison of Calculation Amount in
Classification Process

This subsection investigates the calculation burden for each
method in the classification phase using the U-matrix metric.
Fig. 8 shows the required calculation amount CN (NX, NY )
versus the number of nodes, assuming the situation mentioned
in the previous subsection, where the number of nodes is
expressed as NX = NY. CN (NX, NY ) denotes the required
number of paths between the start and goal in evaluating (5).

Fig. 8. Calculation Amount of each Searching Method.

TABLE I
COMPARISON OF PROBABILITY FOR CORRECT

CLASSIFICATION AT SNR = 40 dB

This figure clearly indicates that the calculation amount of the
conventional approach increases exponentially with the node
size. In contrast, the A-star algorithm used in the proposed
method significantly suppresses the exponential increase in
calculation amount with node size. This is because the A-star
algorithm sequentially removes a redundant paths in minimiz-
ing the evaluation function in (4) by considering a provisional
optimal path, which is assessed using a heuristic function.

B. Performance Evaluation for ATR

Next, we discuss the robustness for angular variations or
random noise of each method. Table I shows the classification
results as the probability of correct classification for each
azimuth angle of the five airplane types. In this case, the mean
signal-noise ratio (SNR) is 40 dB, where SNR is defined as the
ratio of the average power of the target area to that of the non-
target area in the SAR image. These results demonstrate that
while the conventional method fails to recognize the correct
target in some cases, the proposed method is significantly more
robust with respect to azimuth angle variation. This is because
our proposed method readily expands the size of the SOM,
where the same type of target with different azimuth angles is
efficiently located on the SOM according to the procedure for
node constrained training described in Section IV-A.

Additionally, we investigate ATR performance in lower SNR
situations. In the case of simulating the receiver noise, additive
Gaussian noise is numerically added to each unknown SAR
image. Fig. 9 shows the binarized SAR images, numerically
contaminated by random noise, with the SNR set to 18 dB.
Table II shows probability of correct classification for each
azimuth angle when the contaminated SAR images given in
Fig. 9 are input into the final SOM as unknown images.
Therefore, these results indicate that the proposed method has
a considerably higher probability of correct classification than
the conventional method even in noisier situations.

As additional discussions, although we adopt the binarized
SAR image as the image feature in this study, we also tested
other image features, such as complex-values or absolute values
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Fig. 9. Binarized images for each airplane at SNR = 18 dB.

TABLE II
COMPARISON OF PROBABILITY FOR CORRECT

CLASSIFICATION AT SNR = 18 dB

TABLE III
COMPARISON OF PROBABILITY FOR CORRECT CLASSIFICATION

IN DIFFERENCE THRESHOLD Ith

of SAR images. In these cases, we confirmed that their robust-
ness to angular variations degraded compared with the results
obtained using binarized SAR inputs. This indicates that the
absolute or phase information of SAR images is more sensitive
to angular variations, and binarized input is more suitable
for upgrading robustness. We also investigate sensitivity of
the proposed method woth regard to the binarizing threshold.
Table III shows the classification results when varying this
threshold at SNR = 40 dB. The results indicate that the classifi-
cation performance of the proposed method is not significantly
changed as to the binarizing threshold. Note that, we assume
only the receiver noise in this investigation. This is because an
appropriate design of speckle noise is more complicated for this
artificial target type, which is different from that of a volume
scatter such as forest modeled in [12].

C. Comparison With SVM-Based Approaches

For comparison with the proposed method, this section intro-
duces the conventional method using an SVM [13]. We adopt
the LIBSVM tool [14] to support multiclass classification,
using a soft margin SVM with a radial basis function as the
kernel function. Similar to the other methods, the inputs for
the SVM are binarized SAR images xtr

k , (k = 1, 2, . . . , Ntr),
with the azimuth angles set to φ0 = 0◦, φ1 = −20◦ and φ2 =
20◦. As shown in the Table I with SNR = 40 dB, the SVM
approach provides almost the same accuracy as the proposed
method. However, with lower SNR as shown in Table II, the

classification accuracy by the SVM-based method degrades
significantly compared with the proposed method, especially
for B777 and A320. This result also verify the effectiveness of
the proposed method.

VI. CONCLUSION

This letter proposed a novel ATR method for SAR imagery
with supervised SOM, where the A-star algorithm is introduced
to deal with a larger-scale SOM and the node constrained
learning process is implemented to enhance the robustness
against observation-angle variations. The experimental valida-
tions assuming a typical X-band radar system verified that our
revised method remarkably upgrades the ATR performance in
terms of accuracy and robustness under angular variations or
lower SNR situations. A disadvantage of the proposed method
is that the calculation time is significantly greater than that re-
quired by neural network or SVM-based approaches. Moreover,
the acceleration of the classification process is important for
practical use.

As a final remark, since we cannot find an appropriate data
set comprising real observations, that is, images representing
angular variations of the same target, this letter only considered
experimental results obtained assuming the 1/100 scale model
of X-band radar. For real data, we need to consider the depen-
dency of sensor-orbit for correct classification. Extending the
proposed method to full polarimetric data would be interesting
to improve classification performance.
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